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1 Preliminary – Generative models

Different types of generative models

• GAN: 

• unstable training

• VAE, Flow-based:

• rely on latent variable

• Diffusion model: 

• Many middle states, diversity, 

slower

• Consistency model:

• generates in a single step
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1 Preliminary – Diffusion process

[1] https://lilianweng.github.io/posts/2021-07-11-diffusion-models/

[2] https://github.com/heejkoo/Awesome-Diffusion-Models

[3] https://benanne.github.io/2022/05/26/guidance.html

→ backward: learn to denoise

 forward: add noise

Forward and backward process

Diffusion process in continuous space

(applied in vision, audio, time series and etc.…)

https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://github.com/heejkoo/Awesome-Diffusion-Models
https://benanne.github.io/2022/05/26/guidance.html
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1 Preliminary – Diffusion process

Detailed derivation

[1] Noise-conditioned score network (NCSN; Yang & Ermon, 2019)

[2] Denoising diffusion probabilistic models (DDPM; Ho et al. 2020)
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1 Preliminary – Diffusion process

Train 𝜇𝜃 to predict 𝜇𝑡 (mse)

Variational lower bound
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1 Preliminary: Diffusion process

∆ Forward process:

◦ 𝐱0~𝑞 𝐱 → 𝐱𝑇~𝒩 0, 𝐈

◦ 𝑞 𝐱𝑡 𝐱𝑡−1) = 𝒩(𝐱𝑡; 1 − 𝛽𝑡 𝐱𝑡−1, 𝛽𝑡𝐈)

∆ Reverse process:

◦ 𝑝𝜃 𝐱𝑡−1 𝐱𝑡) = 𝒩(𝐱𝑡−1; 𝜇𝜃(𝐱𝑡, 𝑡), 𝜎𝜃(𝐱𝑡, 𝑡))

◦ 𝑞 𝐱𝑡−1 𝐱𝑡, 𝐱0) = 𝑞 𝐱𝑡 𝐱𝑡−1, 𝐱0)
𝑞 𝐱𝑡−1 𝐱0)

𝑞 𝐱𝑡 𝐱0)

∆ Training loss:

◦ 𝐿𝑡 = 𝐷𝐾𝐿(𝑞||𝑝𝜃)

◦ Parameterization of 𝐿𝑡 =

𝔼𝐱0(||(𝐱0 − 𝑓𝜃(𝐱𝑡, 𝑡))||
2)

Diffusion process in summary:



Page. 8 / 27Incorporating Diffusion Models into Conditional Text Generation · SJTU CS Global Lunch

2 Related work – Discrete space

Unlike vision or audio domain, text is discrete, can be regarded as categorical vectors

[1] Argmax Flows and Multinomial Diffusion: Learning Categorical Distributions, NeurIPS, 2021

[2] Structured Denoising Diffusion Models in Discrete State-Spaces (D3PM), NeurIPS, 2021
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2 Related work – Diffusion-LM

In word embedding space; classifier-guided; generation with constraints

[1] Diffusion-LM Improves Controllable Text Generation, NeurIPS, 2022
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Token 
level

Token 
prob.

Token 
emb.

• D3PM (absorbing)

• SUNDAE/DiffusER

(editing based)

• SSD-LM • Diffusion-LM

• DiffuSeq

• Analog Bits

2 Related work – Text related

Text modeling 

- Text-to-image: two-stage or jointly training, with one-side fixed

- Pure text modeling:

[1] Step-unrolled Denoising Autoencoders for Text Generation, ICLR, 2022

[2] SSD-LM: Semi-autoregressive Simplex-based Diffusion Language Model for Text Generation and Modular Control, 2022

[3] Analog Bits: Generating Discrete Data using Diffusion Models with Self-Conditioning, 2022
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2 Related work – Classifier-free

Text-to-image: embedding space alignment; 

Classifier-free training: take extra input argument for 𝑓𝜃

[1] GLIDE: Towards Photorealistic Image Generation and Editing with Text-Guided Diffusion Models, 2021

[2] WaveGrad: Estimating Gradients for Waveform Generation, ICLR, 2021

[3] Classifier-Free Diffusion Guidance, NeurIPS workshop, 2021
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3 DiffuSeq – Motivation

From unconditional models to conditional models:

Diffusion-LM (classifier-guided) v.s. DiffuSeq (classifier-free)

Seq2Seq tasks: 𝐱 → 𝐲

[1] DiffuSeq: sequence to sequence text generation with diffusion models, ICLR, 2023
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3 DiffuSeq - Method

∆ Forward Process with Partial Noising:

◦ 𝑞 𝐳0 𝐰
𝑥⊕𝑦) = 𝒩 EMB(𝐰𝑥⊕𝑦), 𝛽0𝐈 ; 𝐳𝑡 = 𝐱𝑡 ⊕𝐲𝑡

∆ Reverse Process with Conditional Denoising:

◦ 𝐿𝑡 = 𝔼𝐱0, 𝐲0 (||(𝐲0 − 𝑓𝜃
~(𝐳𝑡, 𝑡))||

2)

∆ Training:

◦ importance sampling

∆ Inference:

◦ Rounding to embeddings

◦ Anchoring input signals

Technical details:
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3 DiffuSeq - Experiments

Four tasks: Dialogue, QG, Text Simplification, Paraphrase

Three groups of baselines: Plain encoder-decoder, PLMs, NAR

Comparable quality, better diversity
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3 DiffuSeq - Experiment analysis

Diversity Ensures Quality
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3 DiffuSeq - Experiment analysis

Diversity Ensures Quality

Step-wise Analysis against Iterative NAR
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3 DiffuSeq - Experiment analysis

Diversity Ensures Quality

Step-wise Analysis against Iterative NAR                      Inference Speed
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3 DiffuSeq - Connections to NAR

AR/iter-NAR/DiffuSeq: Generation process is along with different dimensions:
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4 Follow-up works - SeqDiffuSeq

Intuition: 

• explore diffusion models with encoder-decoder Transformers architecture for sequence-to-

sequence generation.
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4 Follow-up works - SeqDiffuSeq

Intuition: 

• explore diffusion models with encoder-decoder Transformers architecture for sequence-to-

sequence generation.

Main contributions:

• Self-conditioning: the denoising function takes previously estimated samples z_0^t as 

auxiliary inputs. 

• Adaptive noise schedule: set different noise schedules for tokens at different positions 

according to losses

Concerns: diversity
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4 Follow-up works - SeqDiffuSeq

Results: 

• Experiments on translation tasks

• Speed
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4 Follow-up works - GENIE

Intuition: 

• pre-training has been proven effective and encoder-decoder model architecture is 
the most popular pre-train paradigm.

Main contributions:

• First pre-trained model using CPD (continuous paragraph denoise) 
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4 Follow-up works - GENIE

Intuition: 

• pre-training has been proven effective and encoder-decoder model architecture is 
the most popular pre-train paradigm.

Main contributions:

• First pre-trained model using CPD (continuous paragraph denoise) 
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4 Follow-up works - GENIE

Results: 

• Experiments on summarization tasks
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4 Follow-up works – RDM

Intuition: 

• Continuous diffusion models suffer from a slow runtime and discrete diffusion models 
are under-explored.

Main contributions:

• route-and-denoise process: at each iteration, each token within the sequence is 
either denoised or reset to noisy states according to an underlying stochastic routing 
mechanism
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4 Follow-up works – RDM

Results: 

• Experiments on machine translation tasks
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5 Conclusion and future work

Diffusion models as a new generation paradigm bring new possibilities to AR 

supremacy in text generation domain

Diverse 

Editable

Future work: inference speed and generation quality
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