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Methods - TaLR framework

We propose Dynamic Multi-Domain Product Categorization (DMPC) problem:
• Multi-domain taxonomies challenge: e-commerce platforms usually maintain 

multiple business lines with relatively independent taxonomies;
• Taxonomy evolving challenge: with the expansion and reorganization of 

businesses, each category of taxonomy keeps evolving.

Conventional industry approaches (separately trained classifiers):
• under-utilize the cross-domain data  and their shared knowledge;
• raise the expenses of maintenance for different classifiers.

Motivation

Datasets

We reformulate the canonical text classification problem as a text relevance matching 
problem. Our TaLR (Taxonomy-agnostic Label Retrieval) framework is structured into two 
stages: Retrieval and Reranking. Mapping scorer and contrastive learning are two plug-in 
modules, both of which are associated with meta concepts.

We propose and release Dynamic Multi-
Domain Datasets with 3 business lines.

Beyond the category 
labels, each product 

title is associated 
with a list of meta 

concepts ( regarded 
as cross-domain 

knowledge)

Experiment Results

We compare TaLR and other separately trained baseline models, indicating knowledge fusion:
• TaLR achieves even higher accuracy when jointly trained on the mixed multi-domain data
• effectiveness of the two plug-in modules in TaLR framework  is orthogonal
• our usage of meta concepts is superior to simple concatenation

MS: mapping scorer, CL: contrastive learning

We compare inference time for online deployment requirement, indicating efficiency：
• inference speed of TaLR is much faster than vanilla model owing to the Retrieval stage
• the time consumption per item of TaLR increases linearly along with the number of classes

Validate the effectiveness of TaLR to 
tackle taxonomy evolving challenge:
• TaLR is robust to taxonomy evolving
• TaLR can better transfer to new 

taxonomy

The accuracy on two dynamic test sets. ∆ is the change of accuracy after evolving

The accuracy of TaLR on the new taxonomy

Datasets associated with this paper are released at https://github.com/ze-lin/TaLR.

The accuracy of baselines and our TaLR framework 
with variants on static multi-domain datasets


